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Figure 1: We create the first synthetic eyebrow matting dataset (a). This enables semi-supervised training of a domain adaptation eyebrow
matting network. The network can learn domain-robust features from synthetic data (a) together with unlabeled real-world eyebrow images
without using any real matting data and estimate high-quality eyebrow alpha matte (c) from a real RGB image (b) only without any prior.
The eyebrow matting allows us to automatically remove the interference of eyebrows during the multi-view stereo (MVS) based 3D face
reconstruction process, and therefore largely enhances the efficiency and efficacy of the reconstruction of eyebrow regions. Without eyebrow
removal, the reconstructed eyebrow geometry (f) often induces noises and artifacts when fitting the eyebrow during 3D parametric face
reconstruction (g), which requires very expensive manual repair in hours. In contrast, eyebrow matting facilitates the easy attainment of
better geometry (h) and more faithful parameterization of the eyebrow region (i). Furthermore, our eyebrow matting method can be used for
cosmetic design purposes such as eyebrow recoloring (d) and eyebrow replacement (e).

Abstract
We present the first synthetic eyebrow matting datasets and a domain adaptation eyebrow matting network for learning
domain-robust feature representation using synthetic eyebrow matting data and unlabeled in-the-wild images with adversarial
learning. Different from existing matting methods that may suffer from the lack of ground-truth matting datasets, which are
typically labor-intensive to annotate or even worse, unable to obtain, we train the matting network in a semi-supervised
manner using synthetic matting datasets instead of ground-truth matting data while achieving high-quality results. Specifically,
we first generate a large-scale synthetic eyebrow matting dataset by rendering avatars and collect a real-world eyebrow
image dataset while maximizing the data diversity as much as possible. Then, we use the synthetic eyebrow dataset to train
a multi-task network, which consists of a regression task to estimate the eyebrow alpha mattes and an adversarial task to
adapt the learned features from synthetic data to real data. As a result, our method can successfully train an eyebrow matting
network using synthetic data without the need to label any real data. Our method can accurately extract eyebrow alpha mattes
from in-the-wild images without any additional prior and achieves state-of-the-art eyebrow matting performance. Extensive
experiments demonstrate the superior performance of our method with both qualitative and quantitative results.

CCS Concepts
• Computing methodologies → Image processing;

† Corresponding Author: jin@cad.zju.edu.cn

1. Introduction

Eyebrow is crucial in representing personal characteristics and
emotions. As a result, eyebrow modeling and editing play an im-
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portant role in many applications, such as digital human reconstruc-
tion, portrait editing, cosmetic design, etc. To model or edit the eye-
brow in the captured portraits, a common workflow [BBN∗12] in
the modern computer vision and computer graphics industry con-
sists of two steps: 1) matting/masking out the eyebrow region from
the captured portraits; and 2) using the eyebrow matte/mask as prior
information for further manipulations. While the latter step has at-
tracted significant interest from the research community, such as
hairstyle editing [XYH∗21, ZAFW21], eyelash matting [XZZ∗21],
hair reconstruction [BBN∗12,NWKS19] and modeling [YSZZ19],
etc., the former still suffers from tedious manual efforts. Previ-
ous works [XYH∗21, ZAFW21] manually mask out rough head
hair masks to edit hairstyle using GAN-based generation meth-
ods. However, eyebrow contains much intricate sub-pixel alpha in-
formation. Using binary masks for strand-accurate hair editing in
captured portraits may generate noticeable artifacts since no trans-
parency information is taken into account. An improved solution
is to use the hair matte as priors. It has been proved that using the
hair matte leads to better performance than using the mask in hair
generation tasks [XYH∗21] and eyelash editing [XZZ∗21].

However, predicting the eyebrow mattes from captured portraits
is a very challenging task. It is almost impossible to obtain accurate
eyebrow mattes by manual annotations since it is extremely labor-
intensive. A more efficient way is to perform image matting. Never-
theless, current image matting methods [LL20, QLY∗20, LRS∗21,
AOP∗18] may produce unsatisfactory matting results due to the
lack of eyebrow matting datasets for training. Existing methods
for building matting datasets require specifying solid color back-
grounds to infer detailed foreground objects, such as bluescreen-
ing [RRW∗09, SB96], green-screen keying [AAPS16, DJSXN19],
etc. However, as eyebrow is grown on the skin (background), it
is intractable to apply those methods in the case of eyebrow mat-
ting. The fluorescent labeling system developed by Xiao et al.
[XZZ∗21] can highlight eyelashes (foreground) as priors to infer
alpha matte. However, they need to color the eyelash very carefully
to prevent applying to the skin. Hence, the coloring process is ex-
tremely time-consuming, especially when coloring a large amount
of eyebrows. Furthermore, current methods for generating ground-
truth matting datasets suffer from tedious manual annotations or
capturing processes. This limits the scale of the matting datasets
[RRW∗09, XPCH17, QLY∗20, STT21]. To summarize, construct-
ing a large-scale eyebrow matting dataset from real-world portraits
remains a great challenge.

Thus, one of the primary goals of the work here is to overcome
the dataset limitation in eyebrow matting. Different from existing
methods that often rely on the large-scale annotated dataset, our ap-
proach leverages a synthetic eyebrow matting dataset generated by
rendering avatars instead of annotating eyebrow matting ground-
truth data from captured portraits. Our method using synthetic im-
ages offers several advantages:

• Photo-realistic. First, the rendering images are realistic and of
very high quality.
• Scalable. Second, compared to annotating real-world images, it

is much cheaper to obtain a large-scale, high-quality matting
dataset.

• Flexible. Third, the data diversity can be fully controlled, such
as expressions, illuminations, eyebrow styles, poses, etc.

While a synthetic dataset can solve the problem of the lack of a real-
world matting dataset, it is not difficult to distinguish between the
rendered and real-world images. That is, there exists a domain gap
between the virtual data and real data, making the model trained
on synthetic data perform poorly on real data. The domain differ-
ence can be alleviated by a progressive training strategy [XZZ∗21].
However, such a method requires an accurate eyelash mask as pri-
ors, which is difficult and labor-intensive to obtain. To tackle the
domain gap between the rendered and real-world eyebrow images,
we present a semi-supervised semantic matting network inspired
by [RL18] to learn domain-robust alpha-matte features from syn-
thetic eyebrow images while adapting the feature representation to
real-world images using adversarial learning. The network con-
tains an encoder, a decoder, and a discriminator, and is trained by
alternating training. In one round of training, the encoder first ex-
tracts features from the rendered image and the real image, respec-
tively. Next, we freeze the encoder and decoder, input the rendered
image features and the real image features into the discriminator,
respectively, and employ the adversarial discriminant loss to train
the discriminator such that the features extracted by the encoder in
the two domains become closer. Second, we freeze the discrimi-
nator, input the rendered graph features into the decoder, generate
the estimated eyebrow mask, and employ the mean absolute error
loss to train the encoder and decoder. We iteratively perform this
alternate training until the network converges. In the testing phase,
the image data are passed through the encoder-decoder to generate
the estimated eyebrow masks. In addition, we manually annotate
a test eyebrow matting dataset containing various eyebrow images
from the Internet. We validate our method by comparing against the
state-of-the-art methods quantitatively and qualitatively, and the ex-
perimental results show that our method achieves the best perfor-
mance on eyebrow matting. To summarize, our paper makes the
following main contributions:

• We present a semi-supervised eyebrow matting network that uses
adversarial domain adaptation to learn domain-robust feature
representation from virtual matting data and unlabeled in-the-
wild images using an alternating training strategy. The network
allows for automatic and accurate eyebrow matting on portrait
images with a variety of eyebrow styles, colors, genders, ages,
expressions, illuminations, and poses.
• We build the first eyebrow matting dataset generated by ren-

dering avatars. To validate our method, we manually annotate
a test in-the-wild eyebrow matting dataset. The source code
and the eyebrow dataset have been made publicly available at
https://github.com/Dancingmader/DAM-Net.

2. Related Work

Matting datasets are the key component for supervised learning-
based image matting. A few datasets were released to the
community. The matting benchmark on alphamatting.com
[RRW∗09] intrigues further data-driven-based matting methods.
To overcome the dataset’s scale limit of alphamatting.com
[RRW∗09], which has only 27 foregrounds (FG) training data,
larger matting datasets such as composition-1k [XPCH17] (250
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dissimilar FG objects), Dinstinctions-646 [QLY∗20] (646 dissim-
ilar FG objects) were created to improve the matting quality for
the image matting task. Sun et al. [STT21] further present a large-
scale semantic image matting dataset with careful consideration of
data balancing across different semantic classes to learn richer se-
mantic information for image matting. Matting datasets for signifi-
cant FG objects such as portraits [STG∗16] and humans [CGX∗18]
were also explored. These datasets focus on the overall structure
of objects instead of local and detailed components such as eye-
brows. Local objects like the eyebrow masks in CelebAMask-HQ
[LLWL20] and eyelash matting datasets [XZZ∗21] were released
too. However, these datasets are not suitable for eyebrow matting
due to the lack of high-quality eyebrow masks. In summary, eye-
brow matting has not been addressed by prior works, and there is
no eyebrow matting dataset available thus far. On the other hand,
creating a high-quality eyebrow matting dataset is rather challeng-
ing. Because the eyebrow is grown on the skin, it is impossible to
build eyebrow matting datasets using the aforementioned existing
methods [RRW∗09, SB96, AAPS16, DJSXN19]. Likewise, Xiao et
al. [XZZ∗21] may easily induce noises to the skin when coloring
the eyebrows as addressed before. Moreover, it is tedious and time-
consuming to manually annotate detailed eyebrows compared with
other objects of interest such as humans [CGX∗18].

In our work, we create a synthetic eyebrow matting dataset by
rendering avatars for eyebrow matting. Moreover, we train our net-
work in a semi-supervised manner and can learn domain-robust
features from the synthetic matting dataset and unlabeled real-
world eyebrow images without annotating any real matting data.

Image matting is a fundamental problem that has been actively
studied in computer vision and graphics. Affinity-based methods
[AOAP17] that rely on pixel similarity metrics are proposed for
image matting. Sampling-based methods [FLZ16] have been in-
vestigated as well. Sun et al. [SLKS06] extract mattes using a pair
of flash/no-flash images in a sufficiently distant background scene.
Note that these methods often generate unsatisfactory results when
applied to delicate objects such as eyebrows.

Recent deep learning methods have achieved encouraging results
on natural image matting [LDSX19, LL20, STT21], portrait mat-
ting [STG∗16, DLS21], and human matting [CGX∗18, LYH∗20,
LRS∗21, SJC∗20, YZZ∗21]. Prior-based methods [XPCH17,
AOAP17, YZZ∗21, LXZ∗21] take an image and a prior (mask,
trimap, etc.) to estimate the detailed alpha matte. Li and Lu [LL20]
present a guided content attention network to weaken the require-
ments of a trimap and attain better results than affinity-based
methods [AOAP17]. However, labeling accurate trimaps or masks
of eyebrows requires tedious user interaction, which can be in-
feasible in practice. Recently, fully automatic matting methods
[ZGF∗19, QLY∗20, LYH∗20, STT21] have been proposed to over-
come the limitation of annotating trimaps or mask inputs.

Domain adaptation methods are proposed to reduce the do-
main shift between different datasets and can be applied to vari-
ous applications such as image segmentation [CWPC19, KKS∗21,
HWYY18, SBJ∗18], image classification [THSD17], image trans-
lation, and generation [HTP∗18, LCD∗19], and learning generaliz-
able high-level visual representations [RL18], etc. Thus far, few do-
main adaptation methods pay attention to the task of image matting.

Xiao et al. [XZZ∗21] propose a progressive training strategy to re-
duce the domain gap between the synthetic eyelash matting data
and captured real eyelash data. Nevertheless, to achieve plausible
matting results and avoid over-fitting, their method requires captur-
ing a strong eyelash prior, which is unfeasible for eyebrows. Dif-
ferent from their methods, we present a domain adaptation matting
network to learn domain-invariant mid-level alpha features from
a carefully-designed synthetic eyebrow matting dataset and unla-
beled real-world images based on adversarial learning. Next, we
present our approach.

3. Domain Adaptation Matting Network

We first demonstrate the U-Net baseline for eyebrow matting, then
introduce the adversarial learning-based domain adaptation net-
work. Finally, we introduce the setups of the synthetic eyebrow
matting dataset.

3.1. Baseline Matting Network

The baseline network is a U-net structure [RFB15] (see Fig. 2 in
[LL20]), which is an encoder-decoder network with a few stacked
residual blocks [HZRS16]. The input to the baseline network is an
RGB image. The output is an alpha matte estimation of the fore-
ground objects. The baseline network leverages an alpha prediction
loss, defined as the average difference between the ground truth
and the estimated alpha matte to update the network’s parameters
φEEE,φRRR:

Lα(φEEE,φRRR|α̂αα) = 1
|α̂αα|∑k

|α̂k−αk|, (1)

where α̂αα is the estimated alpha matte. α̂k ∈ α̂αα and αk are the esti-
mated and ground truth values of the alpha matte at position k. The
loss metric is `1 loss.

3.2. Domain Adaptation Matting Network

In this section, a domain adaptation matting network (DAM-Net)
is designed to learn semantic features from synthetic eyebrow data
and adapts the feature representation to real-world images. The net-
work consists of an encoder EEE, a decoder RRR, and a discriminator
DDD. Fig. 2 illustrates the network pipeline of the domain adaptation
network. We divide the structure of the baseline network into two
parts, the encoder and decoder of DAM-Net.

We perform an alternating training approach to train the network.
For a given real-world eyebrow dataset YYY , a synthetic eyebrow im-
age dataset XXX and its corresponding alpha matte dataset AAA, the train-
ing process of the DAM-Net is divided into two steps (as shown in
Algorithm 1). In the first step, we randomly select a synthetic mat-
ting data xxxi ∈ XXX ,αααi ∈ AAA and a real-world eyebrow image yyyi ∈ YYY
as inputs to DAM-Net. The encoder infers alpha features from the
synthetic image zzzxxx = {zzzxxxi |zzzxxxi = EEE(xxxi)} and the real-world image
zzzyyy = {zzzyyy j

|zzzyyy j
= EEE(yyy j)}. The discriminator DDD is employed to de-

termine whether the input alpha features originate from a synthetic
image or a real image. We find that such simple setups are suffi-
cient to make the encoder to learn domain-invariant features from
synthetic and real-world eyebrow images. Then we minimize the
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Figure 2: An overview of the domain adaptation matting network, which is made up of an encoder, a decoder, and a domain discriminator.
During the training stage, the encoder first infers alpha features from a synthetic image and then from a real-world image. The domain
discriminator is then trained to accurately distinguish whether the input alpha feature is from a real or synthetic image. Finally, the network
updates the encoder to deceive the discriminator, preventing features from the two domains from being easily classified, while also updating
the decoder to learn good features for eyebrow matting. The encoder-decoder network takes an RGB image as input and outputs an estimated
alpha matte during inference.

parameters φDDD of the discriminator DDD using the following binary
cross-entropy loss:

LD(φDDD|zzzxxx,zzzyyy) =−∑
i

logDDD(zzzxi)−∑
j

log(1−DDD(zzzy j )). (2)

In the second step, the decoder infers alpha mattes α̂ααxxx = {α̂ααxxxi}
from the synthetic images. We freeze the discriminator DDD and up-
date the parameters φEEE,φRRR of the encoder EEE and decoder RRR by
minimizing the following loss:

LER(φEEE,φRRR|α̂ααxxx,zzzxxx) =−λd ∑
i

log(DDD(1− zxi))

+
λa

|α̂ααxxx|∑i
Lα(φEEE,φRRR|α̂ααxxxi),

(3)

where λd ,λa are the weights for the discriminative loss and the al-
pha prediction loss, respectively. LER updates the encoder EEE to fool
the discriminator DDD into thinking that the alpha features extracted
from a synthetic image are from a real-world image, while also up-
dating the decoder R, such that the features are good for estimating
alpha mattes from real-world images.

Algorithm 1 Pseudocode of the domain adaptation network’s train-
ing process.
Input: Synthetic images and their corresponding alpha mattes XXX ,,,AAA, real-

world images YYY , maximum iterations T
Output: domain adaptation encoder EEE, decoder RRR, discriminator DDD
1: for t = 1 to T do
2: Sample a batch of synthetic images xxx = {xxxi}
3: Sample a batch of real images yyy = {yyy j}
4: Extract features from synthetic images zzzxxx = {zzzxxxi |zzzxxxi = EEE(xxxi)}
5: Predict alpha mattes α̂ααxxx = {α̂ααxxxi} for synthetic images, and calculate

loss LER(φEEE,φRRR|α̂ααxxx, zzzxxx)
6: Extract features from real-world image: zzzyyy = {zzzyyy j |zzzyyy j = EEE(yyy j)}
7: Calculate loss LD(φDDD|zzzxxx, zzzyyy)

8: Keep EEE,,,RRR frozen, update DDD through LD(φDDD|zzzxxx, zzzyyy)
9: Keep DDD frozen, update EEE, RRR through LER(φEEE,φRRR|α̂ααxxx, zzzxxx)

10: end for

3.3. Synthetic Eyebrow Matting Dataset

We construct a synthetic eyebrow matting dataset created by ren-
dering virtual avatars. The avatars are created and rendered using
DAZ 3D [Daz21]. We use seventeen avatars (two white females,
four white males, two black females, two black males, one Asian
female, three Asian males, two brown females, and one brown
male) with various variations, such as race, gender, eyebrow style,
age, pose, expression, and illumination (Table 1). Two white elderly
men and one Asian elderly man are specifically included to provide
unique data to the elderly on eyebrow shape and color (e.g., gray,
white, and grizzled). We continuously vary their head poses from
−150◦ to 150◦ for the yaw angle and −45◦ to 45◦ for the pitch
angle. Initially, we set 22 eyebrow shapes and 29 eyebrow colors
for female avatars, and 23 eyebrow shapes and 26 eyebrow colors
for male avatars in the keyframes of animation sequences (Fig. 3).
We completely customize dozens of expressions for these avatars
(Fig. 4), and the eyebrow shape changes smoothly as the expression
varies. As a result, the number of eyebrow shapes in the synthetic
dataset is larger than the initial number. With such a setup, the ren-
dered eyebrow dataset contains the most common poses that may
appear in common portrait photos. We use detailed 3D models of
eyebrows instead of 2D eyebrow textures to enhance the eyebrow
diversity in multiple views and simulate the self-shadows of the
eyebrows. We render eyebrow images in RGBA format and then
extract the alpha channel as alpha mattes.

Finally, we construct 1,000 alpha matting data instances with
varying genders, races, eyebrow colors, eyebrow styles, poses, ex-
pressions, etc. The dataset is split into a training dataset (800 ren-
dered data) and a test dataset (200 rendered data), and will be made
publicly available.

4. Experiments

We first introduce the implementation and data preparation details.
Then, we conduct ablation studies to validate the effectiveness of
our method. After that, we qualitatively and quantitatively evalu-
ate the performance of our method to demonstrate its effectiveness.
We use four metrics for quantitative evaluation, including the mean

c© 2022 The Author(s)
Computer Graphics Forum c© 2022 The Eurographics Association and John Wiley & Sons Ltd.

350



L. Wang & H. Zhang & Q. Xiao et al. / Effective Eyebrow Matting with Domain Adaptation

Table 1: Our synthetic eyebrow matting dataset includes skin tone,
gender, initial eyebrow shape, and eyebrow color combinations.
Some of the initial eyebrow shapes and colors listed in the table
are reused among different avatars (for example, most brows have
the black color option).

Skin tone Gender #Avatar
#Initial

eyebrow shape
#Eyebrow

color

White
Female 2 2 1
Male 4 6 9

Asian
Female 1 15 3
Male 3 17 17

Brown
Female 2 17 4
Male 1 14 10

Black
Female 2 4 21
Male 2 15 10

Figure 3: Examples of various eyebrow style combinations. We ren-
der unusual eyebrow shapes such as the elders’ sparse eyebrows
and unibrows. In addition to the common eyebrow color, we offer
uncommon eyebrow colors such as white, salt-pepper, gray, gold,
ginger, red, and so on.

square error (MSE), the sum of absolute difference (SAD), the gra-
dient (GRAD), and the connectivity error (Conn) proposed in al-
phamatting.com [RRW∗09]. Finally, we apply our work to several
practical eyebrow editing applications.

Table 2: Network structure of discriminator.

Module Module Type I/O Channel Input
DDDConv1 conv3x3+BN+ReLU 512/512 Encoder
DDDConv2 conv1x1+BN+ReLU 512/256 DDDConv1
DDDConv3 conv1x1+sigmoid 256/1 DDDConv2

4.1. Implementation

Network implementation details. In terms of the baseline net-
work, the encoder EEE has 3 conv layers and 4 residual blocks, while
the decoder RRR has 4 residual blocks, 1 deconv layer, and 1 conv
layer. The skip connections, which provide lower-level features to
the estimated alpha matte, are built using five shortcut layers. Two

guided contextual attention (GCA) modules extract similarity in-
formation from low-level image features to refine the alpha fea-
tures (see GCA [LL20]). The discriminator in our network is a
ResNet-based network with three convolutional layers and an ac-
tivation layer. The final layer employs sigmoid as the activation
function and returns true or false, indicating whether the input al-
pha features are from a real or synthetic image. Table 2 shows the
structure of the discriminator. The discriminator is initialized to
a constant, and the encoder and decoder are initialized using the
customized ResNet-34 [HZRS16] backbone (trained on ImageNet
[DDS∗09]) of [LL20]. The network is trained for 200,000 itera-
tions with batch size 4, taking about 33.75 hours. We use the Adam
optimizer with β1 = 0.5,β2 = 0.99. The learning rate is initialized
to 4× 10−4 and adaptively adjusted with warm-up and cosine de-
cay [GDG∗18,LH17,HZZ∗19]. We set hyperparameters λd = 0.25,
λa = 3 for training DAM-Net. The input image size for training is
512× 512. We utilize Pytorch (version 1.11.0) [PGM∗19] to train
the networks and run all comparisons on a desktop PC with a single
NVIDIA GTX 2080 (8GB memory), Intel Xeon W-2123 3.60 GHz
CPU, and 32GB RAM.

Dataset. We use 800 synthetic eyebrow matting data and 1,215
Internet images as the training dataset to train our network. Eval-
uating the performance of a matting algorithm usually requires a
realistic and accurate ground truth eyebrow dataset to serve as a
baseline testing dataset. However, it is almost impossible to obtain
the accurate eyebrow alpha matte from captured real-world data.
A compromise is using manual annotations. Manually labeling is a
very time-consuming process: it takes about 30 minutes to annotate
one eyebrow matting ground-truth image for a professional artist.

In our work, we use 200 synthetic eyebrow matting data and 68
manually annotated real-world eyebrow matting data (Fig. 5) as
baseline testing dataset for evaluation.

Data augmentation. The rendering scenes limit the variety of
synthetic eyebrow images. Creating and rendering a large num-
ber of scenes, on the other hand, is time-consuming and labor-
intensive. Hence, we further apply data augmentation to enhance
the data diversity. We first use a Gaussian blur with a random ker-
nel size from 5 to 30 to blur the foreground and the alpha matte
with a probability of 0.2. Then a gamma correction (the value is
randomly sampled from 0.5 to 1.4) is applied to adjust the illumi-
nation of eyebrow images. Next, a random affine transformation is
applied to the foreground image and the corresponding alpha matte
image. We generate a random rotation, scaling, shearing as well as
vertical and horizontal flipping in the affine transformation. After
that, the foreground images are then converted into the HSV color
space, and different jitters are imposed on the hue, saturation, and
value.

4.2. Comparison

We perform both qualitative and quantitative evaluations to vali-
date the proposed domain adaptation matting network. We train
the baseline network and DAM-Net on the proposed eyebrow mat-
ting dataset. Then we compare against the method of Li and Lu
[LL20] (trained on the Adobe Image Matting dataset [XPCH17]),
the progressive training method of Xiao et al. [XZZ∗21] (trained on
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Figure 4: An exemplar of rendered data with 10 expressions. From left to right and top to bottom, the eye expressions are neutral, closed
eyes, frown, looking down, looking left, looking right, angry, raising eyebrows, simper, surprised, respectively.

Figure 5: Exemplars of manually labeled (columns 1-3) and synthetic (columns 4-5) eyebrow matting data through rendering 3D avatars.

the eyebrow matting dataset), the state-of-the-art on eyelash mat-
ting, and the baseline network, respectively. Specially, we provide
trimaps for Li and Lu [LL20] for a fair comparison. We evaluate the
results of the above four methods on the baseline testing dataset.

Table 3 shows the quantitative results. Compared with Li and
Lu [LL20], Xiao et al. [XZZ∗21], and the baseline network, our
results achieve marginal improvements in MSE and SAD metrics
on the Internet image test dataset while being slightly worse than
the baseline network on the synthetic test dataset. This is expected
since the bias of the network to the synthetic data becomes larger
after performing domain adaptation. It is also desirable, as we gen-
erally apply the trained model to real Internet images instead of
synthetic images.

Fig. 6 presents the qualitative comparisons. Our results are visu-
ally better than those from Li and Lu [LL20], Xiao et al. [XZZ∗21]
and the baseline network on the Internet images (from row 1 to 4,
while the results (from rows 5 to 6) of our method on the synthetic
images are visually acceptable compared to Li and Lu [LL20], Xiao
et al. [XZZ∗21] and the baseline network. The results in both Ta-
ble 3 and Fig. 6 demonstrate the effectiveness of our method. Since
the eyebrows are relatively sparse and the eyebrow matte contains a
large number of weak alpha regions, the connectivity metrics may
not be suitable for evaluating the quality of the eyebrow matte.
Hence, although our qualitative results are visually better, the quan-
titative results are worse on the Internet test dataset than the method
of Xiao et al. [XZZ∗21] and the baseline network in Conn metric.

In addition, we compare the inference speed to previous meth-
ods. For a single 512*512 resolution input, GCA [LL20], Xiao et
al. [XZZ∗21], baseline, Sun et al. [STT21], and our inference times
are 93.3 ms, 90.6 ms, 91.3 ms, 10.5 ms, and 91.7 ms, respectively.

4.3. Effectiveness of Domain Adaptation

The results of the baseline network reported in Table 3 and Fig. 6(d)
represent the results of removing the domain adaptation (removing
the discriminator and not using real unlabeled data). As we can
see, on the real Internet images, the proposed DAM-Net indeed
shows better accuracy and qualitative results (highlighted in green
boxes of Fig. 6(e)) than that without domain adaption. While on the
synthetic test images, DAM-Net works worse than the baseline. As
explained above, this is since that the baseline network is overfitting
the synthetic data.

Fig. 7 shows additional qualitative comparison results to Sun et
al. [STT21], the state-of-the-art on natural image matting on the
Internet test dataset. This method takes an RGB image and a trimap
as input, while our method uses an RGB image only. We use their
release code and model to generate the matting results, as shown in
Fig. 7c. Our results are significantly better than those of Sun et al.
[STT21]. Experiments show that current general-purpose matting
method may generate unsatisfactory results for eyebrow matting.

4.4. Results on Internet Images

Fig. 8 shows the qualitative results of our method on the Internet
images. Since the synthetic eyebrow images contain images in dif-
ferent poses, illuminations, ages, races, eyebrow shapes, etc., our
network is able to estimate high-quality eyebrow alpha mattes for
portrait images taken in different environments on the Internet. The
network can still generate plausible results when the eyebrow re-
gions are blurred. Fig. 9 shows additional matting results on daily
captured images with various variations, such as poses, illumina-
tions, shadows, ages, races, and so on. The test images in Fig. 1,
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(a) Input (b) Li and Lu [LL20] (c) Xiao et al. [XZZ∗21] (d) Baseline network (e) DAM-Net (Ours) (f) Ground truth

Figure 6: Exemplars of the qualitative results of 4 methods (Li and Lu [LL20], Xiao et al. [XZZ∗21], the baseline network, and ours,
respectively) applying on the baseline testing dataset (containing both synthetic and Internet images). From left to right, we present the input
images, the results of Li and Lu [LL20] and its trimap inputs (white boxes in the left corner), Xiao et al. [XZZ∗21], the baseline network,
and ours, respectively. The details are highlighted in green boxes. Clearly, ‘Ours’ works significantly better than the ‘Baseline’ (see the first
4 rows, which are the real input images), showing the effectiveness of the proposed domain adaptation approach.

Table 3: The quantitative results of 4 methods (Li and Lu [LL20], Xiao et al. [XZZ∗21], the baseline network and ours, respectively) applying
on the Internet test dataset and the synthetic test dataset, respectively. Note that Li and Lu [LL20] use manually labeled trimaps (b) as input,
while our method does not need such a time-consuming labeling process. Even so, our approach still exhibits better overall performance for
eyebrow matting.

Datasets Internet image test dataset Synthetic test dataset
Methods Li and Lu [LL20] Xiao et al. [XZZ∗21] Baseline network Ours Li and Lu [LL20] Xiao et al. [XZZ∗21] Baseline network Ours

MSE 0.0814 0.0066 0.0067 0.0055 0.0962 0.0025 0.0024 0.0028
SAD 10.0597 6.3385 6.1414 5.5842 11.7339 3.3504 3.1914 3.3627

GRAD 8.5853 3.3739 4.1891 3.7007 8.5264 2.3407 2.1364 2.1881
Conn 3.3124 3.7289 3.7938 3.5920 5.1747 2.6902 2.5787 2.6347
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(a) Input (b) Trimap (c) Sun et al. [STT21] (d) DAM-Net (Ours) (e) Ground truth

Figure 7: Exemplars of the quantitative results of 2 methods (Sun et al. [STT21] and Ours) applying on the Internet testing dataset. From left
to right, we present the input images, the corresponding trimap inputs, Sun et al. [STT21] and Ours, respectively. ‘Ours’ works significantly
better than Sun et al. [STT21], showing the effectiveness of the proposed domain adaptation approach.
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Figure 8: Exemplars of eyebrow alpha matte estimation on Internet images under different variations, such as poses, illuminations, gender,
ages, races, etc.

Fig. 5, Fig. 6 (rows 1-4), Fig. 7, Fig. 8, Fig. 9, and Fig. 10 are
courtesy of unsplash.com [Uns22] and flickr.com [Fli22].

Applications. Eyebrow matting can be used in a variety of sce-
narios, including eyebrow editing and removal. We demonstrate
several eyebrow editing applications, including eyebrow recoloring
(Fig. 1d) and eyebrow replacement (Fig. 1e). Furthermore, eyebrow
matting is useful for high-quality 3D face reconstruction (Fig. 1f-
i). People typically scan a set of expression keyframes (e.g., 100+
expression scans) or continuous expression sequences (thousands
of frames using MVS 4D scanner) in a MVS-based high-quality
3D face reconstruction pipeline. If the eyebrows are not removed,
they may introduce artifacts during 3D parametric face reconstruc-
tion, necessitating costly manual repair in hours. However, eyebrow
matting makes it simple to improve the geometry of the eyebrow
region.

5. Discussion

Different from other general natural image matting methods
[STT21,LXZ∗21], our method is specifically designed for eyebrow
matting. For completeness, we show additional qualitative compar-
ison results to these two methods in the supplementary material.

An advantage of our method is that the encoder-decoder network
in DAM-Net can be easily replaced with other matting networks
(e.g., [STT21, LXZ∗21]). While our eyebrow matting network can
achieve high-quality eyebrow matte estimation, it still has some
restrictions. Due to the lack of ground truth for real-world eye-
brow images (which is almost impossible to obtain), we use pseudo
ground truth as previous works [XPCH17, QLY∗20, STT21] for
evaluation, thus we cannot provide an accurate test of the networks.
Our model may matte out hair that covers the eyebrows, which is
reasonable as eyebrows and hair are similar in terms of the under-
lying hair structure. However, in some cases, our matting network
may fail (Fig. 10). For example, if the lighting is too dim, our model
may fail. This can be fixed by increasing the brightness of the input
images. Rare color lighting and unique eyebrow makeup are also
difficult situations for our method. Despite the fact that our syn-
thetic dataset includes training data for the elderly, our model may
fail on images of old people’s eyebrows with distinctive grizzled
eyebrow color or deep skin wrinkles. However, we believe that in-
creasing the diversity of the training dataset can improve the failure
cases described above.
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Figure 9: Exemplars of alpha matte estimation on daily-captured images.
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Figure 10: Exemplars of failure cases. Our method may fail in cases of dim light, rare color lighting, or special makeup around the eyebrows.

6. Conclusion and Future Work

In this paper, we render avatars to create the first eyebrow mat-
ting dataset. The dataset includes 1,000 synthetic eyebrow mat-
ting data and 1,215 unlabeled real-world eyebrow images for semi-
supervised learning. We also present a domain adaptation matting
network that learns semantic features from synthetic images and
uses adversarial learning to adapt its representation to real-world
images. The overall system is self-supervised, requiring no manual
annotation of real matting data while achieving state-of-the-art eye-
brow matting performance. Our method can estimate high-quality
eyebrow alpha mattes from real-world portrait images with a va-
riety of eyebrow styles, gender, races, expressions, illuminations,
and poses. Furthermore, we manually annotate 68 eyebrow matting
data from real-world images as a test dataset to validate our method.
Through extensive experiments, we have demonstrated the effec-
tiveness of our network and dataset. Results show that the network
trained on our dataset outperforms prior methods and can estimate
accurate eyebrow mattes on Internet images. We also show how
our work can be applied to high-fidelity 3D face reconstruction and
high-quality eyebrow editing. Our work makes a step towards high-
quality eyebrow matting, and it has the potential to inspire other
works in the field. In the future, we are interested in extending our
method to other semantic matting tasks, such as portrait matting,
human matting, etc.
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