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Abstract
Wide area video surveillance always requires to extract and integrate information coming from different cameras
and views. Re-identification of people captured from different cameras or different views is one of most challenging
problems. In this paper, we present a novel approach for people matching with vertices-based 3D human mod-
els. People are detected and tracked in each calibrated camera, and their silhouette, appearance, position and
orientation are extracted and used to place, scale and orientate a 3D body model. Colour features are computed
from the 2D appearance images and mapped to the 3D model vertices, generating the 3D model for each tracked
person. A distance function between 3D models is defined in order to find matches among models belonging to the
same person. This approach achieves robustness against partial occlusions, pose and viewpoint changes. A first
experimental evaluation is conducted using images extracted from a real camera set-up.

Categories and Subject Descriptors (according to ACM CCS): I.4.8 [Image Processing and Computer Vision]: Scene
Analysis—Tracking

1. Introduction

Surveillance of wide areas with several connected cam-
eras integrated in the same automatic system is no more
a chimera. The explosion of requests of intelligent surveil-
lance systems for different scenarios such as people mon-
itoring in public areas, smart homes, urban traffic control,
mobile applications, and identity assessment for security
and safety, leads research activity to explore many different
dimensions in terms of both architectural issues and algo-
rithms for scene recognition and interpretation. Thus, many
synergic fields spanning from hardware embedded systems,
sensor networks, computer architecture in one side and im-
age processing, computer vision, pattern recognition and
computer graphics in the other side are tightly integrated to
cope with real-time surveillance applications [VC10].

Among the others, one of the most challenging task in
these surveillance applications is to determine if a currently
visible person has already been observed somewhere and
sometime else in the network of cameras. In the computer
vision community the problem is well known and called
People Re-identification. This is a fundamental task for

the analysis of long-term activities and behaviours by spe-
cific persons or to connect interrupted tracking. Algorithms
have to be robust in challenging situations, like widely
varying camera viewpoints and orientations, varying poses,
rapid changes in clothes appearance, occlusions, and vary-
ing lighting conditions. The first studied re-identification
problem was related to traffic analysis and vehicle track-
ing, where objects are rigid, move in well defined paths and
have mostly uniform colours. Features as colour, size, speed,
lane position are usually embedded in Bayesian frame-
works [HR98]. People re-identification however requires
more elaborate methods in order to cope with the widely
varying degrees of freedom of a person’s appearance.

Various algorithms have been proposed, based on the
kind of data available: a first category of person re-
identification methods rely on biometric techniques, such
as face [BBF∗10] or gait recognition [HSS05]. High reso-
lution or PTZ cameras are required. Other approaches sup-
pose easier operative conditions, calibrated cameras and pre-
cise knowledge of the geometry of the scene: the problem
is then simplified by adding spatial and/or temporal con-
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straints and reasoning in order to greatly reduce the can-
didate set [JSRS08] [MEB04] [VBC09]. Finally, most re-
identification methods rely purely an appearance-based tech-
niques [TCKA∗10] [GBT07] [FBP∗10] [HMSS08] [GT06]
[AVBK10] [HJHG08] [LPB03]. Most of these method could
be classified as single-shot algorithm, i.e. algorithm that as-
sociate pairs of images. [GBT07] evaluates some of the ear-
liest and most simple methods: 1D Histograms of the en-
tire appearance image, 3D Histograms, 3D correlograms,
and hand local histograms and correlograms. These meth-
ods usually performs poorly in live situations but are of-
ten applied in easier operative conditions (as in [VBC09]).
[TCKA∗10] proposed instead a complex descriptor of a
person silhouette called colour-position histogram: the sil-
houette is divided vertically in a fixed number of regularly
spaced regions, and for each region a mean colour is com-
puted. Then an algorithm based on spectral analysis and sup-
port vector machines provides a suitable classification for re-
identification. Instead of regularly spaced regions [LPB03]
uses the JSEG algorithm to segment a person images in dif-
ferent regions, and a colour and texture descriptor is com-
puted for each region (a quantized HSV histograms and an
edge energy descriptor); regions of different appearance are
matched using the Integrated Region Matching algorithm. A
more evolute approach was recently proposed by Farenzena
et al [FBP∗10] taking advantage of symmetry and asymme-
try perceptual principles in order to subdivide the appear-
ance images into 4 regions. For each region, three features
describing complementary aspects of the human appearance
are extracted: the overall chromatic content, spatial arrange-
ment of colours into stable regions, and the presence of re-
current textures; a simple matching schema is then applied.
Unlike the previous methods, [FBP∗10] is a multiple-shot
technique: descriptors from one or more images of the same
person can be stored and used in the matching process. Inter-
est point descriptors usually adopted for tracking or object
recognition purposes such as SIFT, SURF and others have
been effectively used for re-identification: [HMSS08] indi-
cates an efficient variant of SURF and a fast technique for di-
rect matching of interest points. [HJHG08] presents a similar
method, based on SIFT descriptors and a previously trained
Adaboost classifier. Lately, [AVBK10] proposed a more gen-
eral (and multi-shot) framework for simultaneous tracking
and re-detection by means of a grid cascade of dense re-
gion descriptors. In the paper, various descriptors have been
evaluated, like SIFT, SURF and covariance matrices, and the
latter are shown to outperform the formers. Finally, [GT06]
proposed the concept of Panoramic Appearance Map to per-
form re-identification. This map is a compact signature of
the appearance information of a person extracted from mul-
tiple cameras, and can be though of as the projection of a
person appearance on the surface of a cylinder.

Our method is built on top of a previously developed
tracking system [VC10] capable of extracting the silhou-
ette of people and coarse data about the position, orienta-

tion and height of the person with respect to the viewing
camera. Based on this data a hybrid 2D/3D re-identification
algorithm is proposed. Using a simplified 3D model of the
human body, simple dense descriptors are extracted from the
appearance images and are projected on the surface of the
3D model. If multiple appearance images of the same track
are available, the descriptors are merged together in the same
model. Matching between people’s appearances can be done
in 2 ways: model-to-image, if only one image of the target
is available, or model-to-model, if a complete 3D model of
the target is available too. Our method has numerous advan-
tage with respect to state of the art techniques for people
re-identification: it uses regularly distributed dense descrip-
tors, like [AVBK10], but organized in a 3-dimensional space,
making our method truly robust to view changes and even
partial occlusions. If more images of the appearance of the
person are available, they can be efficiently stored in a fixed-
size memory structure, keeping automatically only the more
reliable informations.

2. 3D human model

Different graphic models have been adopted in the literature
for 3D people tracking, motion capture, and posture analysis.
These models are usually complex to deal with, requiring
complex fitting techniques in order to obtain a perfect match
between the 3D model posture and the real posture. Our goal
is to create a 3D model, simple enough to be easily processed
in real-time and, at the same time, informative enough to
capture the complete appearance of a human figure. For this
reason a monolithic 3D model is chosen.

In order to correctly construct the model, side, frontal and
top different views of people were extracted from generic
surveillance videos; then, for each view an average silhou-
ette has been computed and used as reference for the manual
creation of a 3D body model, exploiting state of the art com-
puter graphic and 3d modeling software (in our case Light-
wave 3D, v9.5), resulting in the model shown in fig. 1.

Then, the model surface has been sampled at different res-
olutions in order to generate sets of vertices which constitute
our unspecific model. In this work we selected four differ-
ent resolutions (i.e., different sampling density ρ), obtaining
clouds with Mρ=153, 628, 2026, and 10018 vertices respec-
tively (see Fig.2).

The model described above is generic and does not con-
tain any feature useful to differentiate and recognize people.
Thus, for each person analysed by the system, a new instance
of the generic model is created and integrated with a scale
factor (to cope with different body builds) and appearance
information, i.e., colour associated with each vertex. Call-
ing Γ

p the p-th model instance, the specific model is then
defined as:

Γ
p =

{
hp,{V p}

}
(1)
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Figure 1: 3D model of a person

A B C D

Figure 2: Selected samplings of the 3D model with different
density values (ρ=1, 4, 16, and 64)

where hp is the person height (extracted by the tracking mod-
ule, and used as the scale factor for the 3d model) and {V p}
is the vertex set. For each vertex {vp

i ∈ V p, i = 1 . . .M} the
following four features are computed and stored:

• ~ni: the normal vector computed at the vertex location from
the original surface from which the vertices were sam-
pled; this feature is static and pre-computed during the
manual model creation;

• ci: vertex colour in the RGB space for graphical interface
purposes;

• H(·)i: a local HSV histogram which describes the colour
appearance of the vertex neighbour; it is a normalized
three dimensional histogram with 8 bins for the H channel
and 4 bins for the S and V channels respectively;

• θi: the reliability value of the vertex data.

2.1. Model initialization

The tracking algorithm extracts the silhouette of the tracked
person, its appearance image and its position, size and ori-
entation with respect to the camera. In this preliminary work
we are not interesting on the correct pose estimation of the
monitored person. Thus, we assume that the person is walk-
ing unbowed and facing straight. The direction is estimated
using the feet trajectory [CGPV05], and together with prior
knowledge of the camera position and orientation it is pos-
sible to deduce with sufficient precision the position, orien-
tation and size of the person for a correct alignment. When-
ever the tracking system detects a new person in the scene,
a corresponding specific model Γ

p is generated and tracking
information together with camera calibration are exploited
to initialize it.

Each vertex is projected onto the image plane of the ap-
pearance image (see Fig. 3).

Figure 3: Projection of the 3D model onto the appearance
image

The vertex colour is then initialized using the image pixel
upon which the vertex was projected:

ci = I (x(vi),y(vi)) ; (2)

where I is the analysed frame, x(vi) and y(vi) are the image
coordinates of the projection of the vertex vi.

The reliability value is initialized with the result of the dot
product between the vertex normal ~ni and the image plane
normal ~p.

θi =~ni ·~p (3)

The reason behind this is that data from front-viewed ver-
tices and their surrounding surface is more reliable than that
from lateral viewed vertices.

The histogram H(·)i is computed on an image patch of
size NxN centered around (x(vi),y(vi)).

c© The Eurographics Association 2010.

67



D. Baltieri & R. Vezzani & R. Cucchiara / 3D Body Model Construction and Matching for Real Time People Re-Identification

The size of the patch, N, depends on the appearance image
height (Ih), the vertex density (ρ) and a parameter α :

N =
α
√

ρ
Ih (4)

The vertices having no match with the current image (i.e.
the vertices projected outside of the person silhouette) are
iteratively initialized with a copy of the features of the near-
est initialized vertex. The reliability value however, is set to
−1− τ.
An example of a resulting model can be seen in Fig. 4.

Figure 4: Initialized 3D model of a person

2.2. Model update

If the tracking algorithm can provide more than one image
of the same person, the model can be further refined and
updated in a way similar to the initialization of the model:
for each appearance image available, the model vertices
vp

i are projected on it using the position and orientation
parameters extracted by the tracking algorithm. Then, for
each vertex successfully projected inside the silhouette of
the person, a new feature vector is computed: the colour cs

i
of the pixel upon which the vertex was projected, a local
HSV histogram H(·)s

i , computed on an image patch of size
NxN (see Eq. 4) centered around the same pixel, and a new
reliability value θ

s
i , computed as in the previous paragraph.

The new feature vector is then averaged (or overwritten)
with the existing one following the subsequent schema. Let
θ

p
i be the reliability value of the feature vector stored in the

model Γ
p:

• If θ
p
i < −1 (i.e. the feature vector of the model vertex vp

i
was not initialized with real data) the new feature vector
completely overwrite the one stored in the vertex vp

i of
the model Γ

p .

• If θ
p
i < 0 and θ

s
i > 0 (i.e. the feature vector of the model

vertex vp
i contains data initialized via symmetry, while

the new feature vector is seen frontally) the new feature
vector completely overwrite the one stored in the vertex
vp

i of the model Γ
p .

• If θ
p
i > 0 and θ

s
i < 0 (i.e the feature vector of the model

vertex vp
i contains data seen frontally, while the new

feature vector contains symmetrically seen data) there is
no update.

• If (θp
i > 0 and θ

s
i > 0) or (θp

i < 0 and θ
s
i < 0) (i.e. both

the feature vector of the model vertex vp
i and the new

feature vector are frontally seen or symmetrically seen)
a weighted average between the two feature vectors is
computed (using θ

s
i and θ

p
i as weights) and stored in the

vertex vp
i of the model Γ

p .

The remaining vertices having θ
p
i < −1 are reset and are

iteratively initialized with a copy of the feature vector of the
nearest initialized vertex. Since they have been propagated
and are not related to a visible pixel, their reliability value is
set to−1−τ. Figure 5 shows an example of a model created
from two images.

Figure 5: Model Update: resulting model of a person ob-
tained using two frames

3. 3D models for re-identification

Given a library of specific person models, the re-
identification problem is to detect new shows of the same
person in the scene. Two different versions of the same
method are here proposed for people re-identification, based
on a model-to-image or a model-to-model matching respec-
tively. The first one is to be used when only one image of
the target is available, while the second one is best suited if
the tracking algorithm has provided more than one appear-
ance image of the target, so that a complete 3D model can
be constructed. In the case of model-to-image matching the
stored model is projected onto the appearance image of the

c© The Eurographics Association 2010.

68



D. Baltieri & R. Vezzani & R. Cucchiara / 3D Body Model Construction and Matching for Real Time People Re-Identification

target. For each vertex vp
i of the model Γ

p that is projected
inside the silhouette of the target person, the dot-product θ

s
i

between the vertex normal~ni and the image plane normal ~p
is computed, if the result is greater then a threshold value τ,
a HSV localized histogram H(·)s

i centered around the pixel
in the projected vertex position (x(vp

i ),y(v
p
i )) is extracted (in

the same way explained in the previous paragraphs) and its
distance to the histogram contained in the feature vector of
the model vertex vp

i is finally computed. The formula used
for the distance computation is the famous Bhattacharyya
distance. The final matching score is the weighted average
of all the computed distances.

dH
(
H(·)i,H(·) j

)
=

√
1− ∑

h,s,v

√
H(h,s,v)i ·H(h,s,v) j

(5)

D(Γp,S) =
1
K ∑

i=1...K

(
dH(H(·)p

i ,H(·)s
i ) · f (θp

i ) · f (θs
i )
)
(6)

f (θ) =

{
‖θ‖, if θ >−1
τ, if θ <−1

(7)

Where K is the number of vertices projected inside the
silhouette of the person.

Figure 6: Model-to-Image method

In the model-to-model case, two models are available: the
stored model Γ

p and a new model Γ
t computed from the

images provided by the tracking algorithm. Calculating the
matching score is more straightforward, being the geometri-
cal models the same: for each pair of overlapping vertices,
the Bhattacharyya distance between the HSV histograms (in-
cluded in their respective feature vectors) is computed. Cou-
ples of vertices with at least one negative reliability value are
discarded. The final score is computed as a weighted aver-
age of the remaining distances, using the product of the two
reliability values as weight.

D(Γp,Γt) =
1
K ∑

i=1...K

(
dH(H(·)p

i ,H(·)t
i) ·θ

p
i ·θ

t
i
)

(8)

Where K is the number of vertices with both positive reli-
ability values.

Figure 7: Model-to-Model method

A maximal criteria or a threshold can now be applied to
select the best matching.

4. Experimental results

In order to test the proposed framework, we are creating a
large dataset of videos containing walking people captured
from different views. In this paper we used a subset of 28
videos (for a total of 20 people). The dataset contains, for
each person, different snapshots from one or more cameras
annotated with the person’s silhouette, position, height and
orientation. The calibration parameters of each camera are
available as well.

Two replications of the experiments were run for each
model. In each run two images for each person were ran-
domly selected as training set and one for the test set. For
each test image, a Nearest Neighbour criteria is adopted. Ta-
ble 1 shows some preliminary results; the first column con-
tains one of the two test images while the second and third
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Test Image 1st Best Match 2nd Best Match
[Distance] [Distance]

0.38

0.25 0.54

0.25 0.29

0.21 0.59

0.21 0.60

0.08 0.60

0.33 0.53

0.49 0.52

0.50

0.27 0.60

0.25 0.48

Table 1: Selected results from our tests using model B. The
correct match is highlighted with bold font.

column show the best and the second best match together
with the corresponding distance values (candidates with a
distance greater than 0.60 are omitted). In the reported ex-
periments we adopted the model with 628 vertex and the
other parameters were set as follows: α was set to 1/15, τ to
0.5. In one case only the query returns an erroneous match.

To select the best density value for the model creation,
we compared the four vertices density reported in section
2 (low, normal, high and very high): using the model with
lowest density (most left in fig. 2) we obtained 78% of cor-
rect matches, while with higher densities (B and C in fig.
2) very good results have been achieved (in both cases re-

sulting in about 92% correct matches). The highest density
value, instead, (D in fig. 2) show worse results, with 65%
correct matches only. This performance drop is probably due
to the limited size of the input frames, which are not de-
tailed enough to correctly extract all the model parameters.
The density corresponding to a 628 vertex model is also op-
timal from the computational point of view; the model ini-
tialization step takes about 67 ms while the model match-
ing 37ms on a single core of a Intel Core i5 750 CPU and
a GeForce GT-240 video card. In case sufficiently precise
data about the person position, size and orientation cannot
be extracted by the tracking module, an additional align-
ment phase could be necessary, which will increase the time
taken by the model matching phase. The prototype system
has been developed in C++ based on the Imagelab frame-
work [VC10] and the Ogre3D object-oriented graphics ren-
dering engine [Ogr10] for graphical interface purposes and
fast, hardware-accelerated geometrical transformations.

5. Conclusions and Future Works

We proposed a new and effective method for people re-
identification. Differently from currently available solutions
we exploit a 3D body model to spatially localize colour
descriptors. In this way, occlusion and view dependencies
are intrinsically solved. Some preliminary results have been
obtained on a real dataset, demonstrating the efficacy of
the proposal. We aim at integrating the proposed matching
schema in our surveillance system [VC10], improving the
model creation and updating with a completely automatic
pose estimation and model fitting step. Moreover, other lo-
cal descriptors such as the covariance matrix [TPM08] will
be integrated in the vertex feature set in order to obtain a
more expressive and powerful model.

The work is currently under development and improve-
ment within the project THIS, with the support of the Pre-
vention, Preparedness and Consequence Management of
Terrorism and other Security-related Risks Programme Eu-
ropean Commission - Directorate-General Justice, Freedom
and Security.
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