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Abstract
We present Facile, a system for the generation of artificial face datasets aimed to assist the training and evalu-
ation phases of face related algorithms. Facile is able to generate, starting from a set of textured 3D faces with
neutral expressions, a new dataset containing synthesized facial expressions, multiple viewpoint positions and
lighting conditions. The system is featured by a facial animation algorithm based on a mass-spring system. Mus-
cles, defined on a reference face, modify springs contractions when activated. Dense correspondence with the
reference face is computed for each input face: in this way muscles are automatically positioned and the desired
facial expression is generated through physical simulation. Output images can be rendered with different lighting
conditions and viewpoint positions depending on the task requirements.

Categories and Subject Descriptors(according to ACM CCS): Face Modeling; Mass spring systems; Facial expres-
sions.

1. Introduction

One of the most characteristic feature of the face is that,
among biometrics, is one of the most influenced by vari-
ous sources of variability. The appearance and shape of a
2D or 3D image of the face can be altered by lighting and
make-up (in case of 2D images), pose, occlusions, aging,
expressions, beard, hairstyle and many other factors. Great
efforts are spent by the research community in order to de-
sign algorithms able to deal with such variations. However,
though several competitions have been organized for eval-
uation and benchmarking (FERET, FRVT200, FRVT2002,
FRVT2006, FRGC), the in-depth analysis of face recogni-
tion systems requires much larger databases and more so-
phisticated tools. If we consider a set of 1.000 subjects, a
database covering all the cited source of variability (includ-
ing combinations) rapidly increase in size becoming imprac-
tical in terms of time, money and human-work. Consider, for
example, ten facial expressions with three different intensi-
ties, five different lighting conditions, nine different orienta-
tions and four different occluding objects; even without tak-
ing into account aging, this database should be composed of
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more than five millions acquisitions. If we consider that in
this example each source of variability has been poorly sam-
pled on a very small population, it is clear that the problem
of properly train and test face recognition systems cannot be
underestimated.

The use of synthetic samples is not a new topic in bio-
metrics. In [CMM02] a system for the generation of syn-
thetic fingerprints (SFinGe) has been presented. The sys-
tem has been used for generating a database used in inter-
national competitions (FVC2000, FVC2002, FVC2004 and
FVC2006) obtaining results close to those obtained on real
databases, proving that the real inter-class and intra-class
variations of fingerprints were very well captured.

In [OPC03] a system for generating synthetic textured 3D
face models with neutral expressions has been adopted to
test a commercial face recognition system. Results has been
compared against those obtained in the FRVT 2000 compe-
tition proving the effectiveness of artificial imagery.

In Colombo et al. previous works [CCS09,CCS08] artifi-
cial occlusion generation has been adopted to test a 3D face
detection and recognition pipeline able to deal with partially
occluded faces. The use of synthetic occlusions allowed an
automatic in-depth analysis of the pipeline preserving a great
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amount of human work which would have been necessary to
label occluded and non-occluded pixels.

We believe that an automatic face generation system
would be undoubtedly a precious tool for the vision research
community. Real world datasets require a lot of time to be
captured and considerable time and efforts to annotate each
image. In fact, a face database should contain the ground
truth for feature points and other characteristics such as sub-
jects information (sex, race, age), occlusions, facial expres-
sions and so on. Up to date, there are no public database
in which image pixels are annotated as occluded or non-
occluded. A complete synthetic face generation tool would
resolve all these problems, generating a huge amount of an-
notated images with little effort.

One of the most difficult aspect in synthetic face gener-
ation is facial expressions synthesis and transfer. Recently,
Blanz et al. [BBPV03] proposed the use of morphable mod-
els to accomplish these tasks. Facial expressions are encoded
as directions on the morphable model face space. Their sys-
tem is also able to reanimate faces in images and videos us-
ing an analysis–synthesis approach. Sibbing et al. [SHK10]
combined surface editing and computer vision techniques in
order to transfer the facial expression of a human actor to
a predefined template mesh; they use a morphable model to
make the reconstruction and tracking phases more robust,
and to have better control over facial smoothness and fea-
tures fold-back.

In this paper we presents our first steps toward the im-
plementation of a system (Facile) for the generation of syn-
thetic faces, aimed to training and test face-related algo-
rithms. In particular, we present our efforts to generate ar-
tificial facial expressions. Starting from a set of 3D textured
models of different subjects captured with neutral expres-
sion, Facile is able to generate a new dataset enriched with
facial expressions, different viewpoints and lighting con-
ditions. Differently from other state of the art approaches
[BBPV03, SHK10], we have chosen to adopt a physical
model of skin and muscles since we want to avoid a sta-
tistical parameterization, which does not maintain a precise
link to muscles activations, jaw rotation and, in general, to
spatially localized physical activators. Physics-based param-
eterizations are undoubtedly more useful and easier to use in
case of algorithm analysis and testing, especially if associ-
ated with high-level coding systems, like the Facial Action
Coding System (FACS) [EFH78].

2. System Overview

In Figure1 is depicted the main diagram of the system. The
input is a triangular textured 3D mesh representing a hu-
man face. The mesh should be normalized, i.e. registered
in a predefined position. This can be done manually or using
an automatic 3D face detection and normalization algorithm,
such as [CCS09]. The first component of the system is the

registration module, which has the purpose of establishing
a dense correspondence with the mean reference face (com-
puted averaging 100 facial 3D images). The reference face
is parameterized in 2 dimensions through cylindrical projec-
tion. The output of the correspondence module is a warped
cylindrical projection of the input mesh where each position
(h,φ) is in correspondence with the reference face. The mod-
ule is built upon a simplified version of the morphable model
registration approach presented in [BPV06].

Once the correspondence is computed, facial muscles can
be directly transferred from the mean face to the input face.
The following animation module is able to animate the neu-
tral face based on the specified muscle contraction parame-
ters and a jaw rotation angle. The module uses a mass-spring
mesh and a physical simulator. The final images are rendered
specifying lighting conditions and viewpoint parameters.

3. Registration

The registration module computes a dense correspondence
between the input face mesh and the mean reference face.
We decided to adopt the same approach used in [BPV06]:
the reference and the input face are mapped on a 2D domain
using cylindrical projection:

I(h,φ) = [r(h,φ),R(h,φ),G(h,φ),B(h,φ)] (1)

where r is the radius andR,G,B are the color components. In
this way, correspondence is treated as a 2D image problem.
As in [BPV06] we used a modified optical flow algorithm for
computing a dense vector fieldv(h,φ) = [∆h(h,φ),∆φ(h,φ)]
which indicate the spatial offset of a point on the first im-
age respect to its corresponding point on the second image.
Briefly, the algorithm is based on the assumption that entities
in a generic image sequenceI(x,y, t) move across the image
at velocity(vx,vy)

T conserving their brightness:

dI
dt

= vx
δI
δx

+vy
δI
δy

+
δI
δt

= 0 (2)

If the image sequence is composed of two images showing
different objects (such as two different faces), correspon-
dences can be still successfully computed. If the velocities
v are assumed to be constant on a neighborhoodR(h0,φ0),
they can be obtained minimizing at each point(h0,φ0):

E(h0,φ0) = ∑
h,φ∈R

‖vh
δI(h,φ)

δh
+vφ

δI(h,φ)

δφ
+∆I(h,φ)‖2

.

(3)

The solution is computed at each point solving a 2x2 lin-
ear system. The algorithm adopt a coarse to fine strategy
through a Gaussian pyramid. Additional details can be found
in [BPV06] and [BH90].

The image functionI(h,φ) may be augmented with addi-
tional quantities in order to improve results. In our case, we
obtained the best result using :
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Figure 1: Facile pipeline

Figure 2: Three-layered physical mesh used by the mass-
spring simulator applied on the reference face.

‖I(h,φ)‖2 = wNxN
2
x +wNyN

2
y +wNzN

2
z +

+wRR2 +wGG2 +wBB2 +

+wHH2 +wKK2; (4)

whereNx, Ny, Nz are the components of the surface nor-
mal, RGBare the color components andH,K are the mean
and Gaussian curvature. The weightswi are chosen in order
to adjust the different variations and to weight each compo-
nent contribution.

4. Animation

Once a face has been registered, the physical simulator maps
a predefined three-layered mass-spring mesh and the mus-
cles on the registered face. Similar to [LTW95], our elastic
mesh represents the fixed skull layer, the middle fascia layer
and the external skin layer; the initial spring stiffness is com-
puted using the method proposed in [VG98]. The jaw is con-
sidered part of the skull but is able to rotate by the specified
angle. In order to limit computational timings, we use a mesh
with less than 4000 vertices per layer (see Figure2).

Parameters Values
skin thickness 5
skin stiffness 20
skin-fascia stiffness 40
fascia stiffness 60
fascia-skull stiffness 5
mi 0.5
γi 25
ks 30
kv 2

Table 1: The values of parameters used for the construction
of the mesh and for the physical simulation.

4.1. Elastic mesh structure

First of all, given a facial 3D scan, a mass-spring mesh needs
to be computed. As mentioned before, we model the epi-
dermal tissue using a triangle-based mass-spring mesh com-
posed by three layers:

• the most external one represents the skin;
• the mid-layer represents thefascia, which is the fibrous

tissue that covers the underlying muscle layer;
• the last one is immovable and represents the skull.

The skin and the fascia are interconnected by both vertical
and diagonal (cross-shaped) springs of a certain length (de-
pending on the thickness of the skin), while fascia and skull
points are actually overlapped and connected by springs of
length 0. Springs of different layers have different stiffness,
as showed in Table4; moreover, the stiffness of the springs
lying on the skin layer and on the fascia layer are corrected
using the algorithm described in [VG98].

Defining and building the elastic mesh is rather simple:
the edges and vertices of the skin layer are defined over
the cylindrical projection of the mean face, the actual three-
dimensional data is determined only when a model is loaded:
taking advantage of the precomputed dense correspondence,
the mesh is automatically and dynamically adapted to the se-
lected face. Using the same principle, some additional data
is specified over the mean face, i.e. the distinction between
skull and jaw, the axis of rotation of the jaw and whether the
fascia is attached or not to the skull. Fascia and skull layers
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are obtained shifting inward the skin layer: currently we use
constant skin thickness over the whole face but we plan to
create a more accurate model.

4.2. Muscle System

Muscles are manually defined on the reference mean face
and are subdivided in two categories: piecewise linear and
sphincter. The contraction parameters define how much a
muscle contracts toward its attachment point (piecewise lin-
ear muscles) or toward its center (sphincter muscles). Mus-
cle contractions are translated in net spring stiffness and
relaxed length alteration. In this phase, muscles drive the
animation and are, at the same time, influenced by skin:
here we differ from state of the art algorithms (for exam-
ple [KHpS01]) in which muscles are not affected by skin. In
this way we are able to automatically handle muscle interac-
tions and the case of theorbicularis oriswhich is pulled by
the skin when the jaw drops. The physical simulator com-
putes the equilibrium state solving a system of differential
equations describing the motion of masses affected by the
net springs.

More in detail, muscles are defined with a set of control
pointspi , i ∈ 1, ..n. Piecewise linear muscles contract toward
their attachment pointp0, while sphincter muscles contract
themselves toward their center. Note that, differently from
[KHpS01], the contraction center is part of the muscle and it
is not an external point. In Facile, we model the orbicularis
oris with multiple sphincter muscles since we do not allow
sphincter muscles to form loops. For each muscle, the user
specify a contraction factorc∈ [0,1], where 0 means no con-
traction and 1 mean full contractions. The contracted control
points positions,qi , are computed in the following manner:

• for eachpi , we compute a parameterbi ∈ [0,1] which rep-
resents the normalized distance along the muscle from the
contraction origin. For piecewise linear muscles we have:

bi =







0, if i = 0;
∑i

j=1‖pj−pi−1‖

∑n−1
j=1 ‖pj−pi−1‖

, otherwise.
(5)

while for sphincter musclesbi ∈ [−0.5,0.5]since it refers
to the center of the muscle:

bi =







−0.5, if i = 0;
∑i

j=1‖pj−pi−1‖

∑n−1
j=1 ‖pj−pi−1‖

−0.5, otherwise.
(6)

• The contraction is applied scaling eachbi by the contrac-
tion factorc, obtainingdi :

di = (1−c)bi (7)

for the piecewise linear case, and

di = 0.5+(1−c)bi (8)

for sphincter muscles.

• For each parameterdi the indexji of the segment contain-
ing di is found:

ji = v : bv < di < bv+1 (9)

• The final contracted positionsqi are computed through
linear interpolation:

qi = pji +(pj+1− pji )
di −bi

bi+1−bi
(10)

The Facile muscle system, instead of modifying vertices
positions, modify the fascia springs stiffness and relaxed
length. In a preprocessing phase, in fact, the system deter-
mines which fascia springs are interested by the muscle,
checking if both spring ends are crossed by the muscle, i.e.
the distance from muscle segments is less than the muscle
width. Interested vertices are contracted along the muscle;
briefly the steps are the following:

• the position of vertexv is projected on the nearest seg-
ment, determining the normalized distanceb̃v from the
contraction origin (in the same waybi ’s are computed)
and its coordinates relative to the segment reference sys-
tem;

• b̃v is scaled proportionally to the contractionc towards the
origin and the containing segment is determined;

• the final position is computed transforming the vertex co-
ordinates in the contracted segment reference system.

The new spring length is equal to the distance between the
new positions of its ends. The stiffness of contracted springs
is simple multiplied by a factor S: we found that a value of
S= 20 allowed muscle springs to effectively pull the lay-
ers producing good results. In case of piecewise linear mus-
cles, springs connecting the skull layer and the first segment
of the muscle are also increased in stiffness by a factor S
since, in this case, muscles are attached to the skull and must
pull toward the attachment point. The system also checks if
a spring is affected by multiple muscles: in this case the final
rest length is computed weighting each muscle contribution
by its contraction parameter.

4.3. Physical Simulator

Once the parameters of the springs have been modified ac-
cording to the specified muscle contractions, a physical sim-
ulator determines the resulting deformation of the elastic
mesh. The core of the simulator is the well-known Velocity
Verlet algorithm [SABW82], conveniently revised to work
with variable-size steps and to handle collisions.

4.3.1. Equation of motion

The physical simulation is based on the Lagrange equation
of motion: for each nodei of the mesh, we have

mi
d2xi

dt2
+ γi

dxi

dt
+g

i
(t)+si(t)+vi(t) = f

i
(11)
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wheremi andxi are the node mass and position respectively,
g

i
is the net spring force exerted by the elastic mesh on node

i, while γi is a damping coefficient. Following the idea pro-
posed in [LTW95], for each skin elemente we take into ac-
count two additional terms:

si = ks∗ (pe
i
− p̃e

i
) (12)

vi = kv ∗ne(Ve−Ṽe). (13)

pe
i

and p̃e
i

are the current and rest nodal coordinates of node
i with respect to the center of elemente: the resulting force
si is calledshape preservation forceand tries to maintain the
shape and orientation of the skin element unaltered. Simi-
larly,Ve andṼe are the current and rest volume of elemente,
vi(t) is thevolume preservation forceand its purpose is con-
serving the element volume after skin deformations caused
by the actions of muscles. Determining the exact volume of
skin elements is actually too expensive, so only an approxi-
mated value is computed; the direction of the force is given
by ne, the normal of the lower triangle ofe (the one on the
fascia). The strength of these two forces depends on the scal-
ing ks andkv.

Note that, since muscle actions are converted to alter-
ations of springs parameters, the external forcesf

i
are al-

ways zero.

4.3.2. Collision detection

The great majority of the existing mass-spring systems try to
avoid skull penetration (i.e. nodes of the skin that fall below
the skull surface) adding a proper term to Equation11: this
approach, other than being usually inaccurate, has the an-
noying drawback of hindering nodes movements towards the
skull, even movements that will not cause skull penetration.
For this reason we decided to handle skull penetration ex-
plicitly: when a node falls below the skull, it is moved back
to the skull surface. Moreover, for nodes close to the skull
(within a certain threshold), the inward component of the re-
sulting force is nullified. To speed up the collision detection
process, a cylindrical projection of the skull is initially com-
puted: during the simulation every point of the fascia is pro-
jected in the same way, then its position is checked against
the corresponding skull point. Two separated skull pieces are
used, one for the jaw and one for the rest of the skull.

This approach has also the advantage of allowing the
correct simulation of the jaw movements: when the jaw is
opened or translated, the system directly computes the fi-
nal position of the corresponding skull points, then, during
the simulation, the collision detection algorithm moves fas-
cia and skin points accordingly. Actually, when the jaw is
moved, in order to improve the convergence of the simula-
tion algorithm, fascia and skin points are moved too; then the
physical simulator computes the final equilibrium positions.

Figure 3: Muscles actually modeled by facile displayed on
the cylindrical projection of the reference face.

5. Results

We tested Facile with almost 50 3D scans of human faces.
Figure4 shows some example of the physical simulator in
action. As it can be seen, the same facial expression applied
to the mean face is successfully transferred to the other faces
through our dense correspondences module. We developed a
small tool which allows us to define muscles on the cylin-
drical projection of the reference face. Actually we modeled
the following muscles (see Figure3): orbicularis oris, zigo-
matics, risourius, frontalis, caninus, corrugators and men-
talis. Facial expressions can be generated specifying, for
each muscle, its contraction factor in the range[0,1]. Al-
though not all face aspects are actually modeled by Facile
(such as eyes movements, muscle bulging, physically cor-
rect skin reaction), we are able to generate a huge number of
facial expressions with minimal effort.

In Figure 5 are depicted a set of examples of rendered
output images generated with a standard Whitted raytracer.
The user specifies the number and the characteristics of light
sources and selects the viewpoint. We plan to adopt a more
sophisticated rendering engine and to model materials more
accurately.

6. Conclusions and future work

We presented Facile, a system for the generation of artifi-
cial face datasets starting from a set of neutral 3D textured
acquisitions. The generated dataset contains synthesized fa-
cial expressions, different viewpoints and lighting condi-
tions, allowing face-related algorithms to explore face space
variations. Facile is featured by a facial expression genera-
tor based on a physical simulator. Muscles are defined on
the reference mean face and are automatically positioned
on novel faces through dense correspondence. The proposed
muscle system presents several advantages. First of all, mus-
cles are embedded in the spring-mass system and muscle
collisions do not need to be handled explicitly during the
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Figure 4: Examples of animated faces. Left column: neu-
tral expression. Middle column: angry expression. Right col-
umn: smiling expression. On the top row animations are ap-
plied to the reference face, while the last two rows shows the
same expressions applied to two other faces taken from our
database.

simulation. Second, skin is affected by muscles and vice-
versa: when the jaw is rotated the skin pulls the orbicularis
oris automatically.

We plan to extend the physical simulator including eyes
movements and enriching the model with teeth, tongue and a
complete model of the head. Further improvements involve
the adoption of a more accurate physical simulator based,
for example, on the finite elements approach. This will al-
low an accurate modeling of shape variations and therefore
a possible adoption of Facile for training and testing 3D face-
related algorithms. Facile is ready to be integrated with gen-
erative models of faces, such as the morphable model ap-
proach proposed in [BV99].

We conjecture that ultra-realistic modeling of faces is not
necessary to train and test 2D face-related algorithms. This
is supported by the fact that small images are often used for
training purposes: for example [VJ01] adopts 24x24 pixels
images. We will soon start experimenting Facile for training
and testing a 2D face detection algorithm and a feature points
localizer in order to verify our conjecture.

Figure 5: Examples of facile output images. The same sub-
ject with a smiling facial expressions is depicted. Viewpoint
and illumination conditions are varied allowing face related
algorithms to explore image variations.
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