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Abstract
In this paper we propose an extension for the algorithms of image-to-geometry registration by Mutual Informa-
tion(MI) to improve the performance and the quality of the alignment. Proposed for the registration of multi modal
medical images, in the last years MI has been adapted to align a 3D model to a given image by using different
renderings of the model and a gray-scale version of the input image. A key aspect is the choice of the render-
ing process to correlate the 3D model to the image without taking into account the texture data and the lighting
conditions. Even if several rendering types for the 3D model have been analyzed, in some cases the alignment
fails for two main reasons: the peculiar reflection behavior of the object that we are not able to reproduce in the
rendering of the 3D model without knowing the material characteristics of the object and the lighting conditions
of the acquisition environment; the characteristics of the image background, especially non uniform background,
that can degrade the convergence of the registration. To improve the quality of the registration in these cases we
propose to compute the MI between the gradient map of the 3D rendering and the gradient map of the image in
order to maximize the shared data between them.

Categories and Subject Descriptors (according to ACM CCS): I.2.10 [Vision and Scene Understanding]: Intensity,
color, photometry, thresholding—I.3.7 [Three Dimensional Graphics and Realism]: Color, shading, shadowing
and texture—I.4.8 [Scene Analysis]: Shading—I.4.1 [Digitization and Image Capture]: Imaging Geometry—I.4.3
[Enhancement]: Registration—

1. Introduction

The geometric registration or alignment of a set of images
of an object over its 3D model is a important task for all the
applications related to color mapping and reflectance prop-
erties estimation. The main purpose is to align one or more
images of the same object taken at different times and from
different viewpoints during a photographic campaign to the
geometry of the object acquired through 3D scanning. For
each image, the outputs are the intrinsic and extrinsic cam-
era parameters that describe how the 3D points are projected
on the image plane. In the past years, several algorithms have
been proposed to estimate accurately these parameters.

Several proposed approaches are inspired from medical
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image processing, specifically from multimodal image reg-
istration. The main problem in medical imaging is the reg-
istration of images coming from different sensors, such as
magnetic resonance (MR), computerized tomography (CT),
PET, x-rays, and so on. Most of the algorithms developed in
this field are based on Mutual Information, a statistical mea-
sure of dependency between two data sources. This measure
can be employed efficiently for both 2D/2D and 2D/3D reg-
istration, by setting up an optimization framework where the
parameters of the geometric transformation associated with
the registration are calculated by maximizing the mutual in-
formation. In the image-to-geometry registration context, the
3D model is aligned to a given image by using different ren-
derings of the model and a gray-scale version of the input
image.

The main issue regarding the use of mutual information
for 2D/3D registration is the choice of a rendering process
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that correlates the 3D model with the images to align. The
main problem is that the input images contain texture and
unknown lighting conditions: this could make their visual
appearance very different from a rendering of the geometry.
To solve this problem, Viola and Wells [VW97] proposed us-
ing surface normals and image brightness to correlate shad-
ing variations on the image with the model surface. Corsini
et al. [CDPS09] extend this idea by using several types of
renderings, such as ambient occlusion, normal map, reflec-
tion map, silhouette map, and combined versions of them.
These type of renderings are based on geometric proprieties
related to the visual appearance of the model but generating
them does not entail knowing the lighting environment of
the scene.

We propose a further extension of the approach in
[CDPS09] where we maximize the mutual information be-
tween the gradient map of the rendering of the 3D model
and the gradient map of the image.

2. Related Work

Image registration is a very popular research topic. Hun-
dreds of different approaches and practical applications have
been proposed. We will focus on one of the most promis-
ing groups of methods for multi-modal registration: the ones
based on Mutual Information (MI). Two of the first meth-
ods of this kind were developed by Viola and Wells [VW97]
and by Maes et al. [MCV∗97]. The Viola’s alignment ap-
proach uses the mutual information between the surface nor-
mal and the image brightness to correlate the shading vari-
ations of the image with the surface of the model. Leventon
et al. [LWG97] extended this alignment framework to use
multiple views of the object when a single image does not
provide enough information. Since then, several registration
methods based on MI have been proposed (see [PMV03] for
a comprehensive overview).

There are four keys issues in the use of the MI: prepro-
cessing, measure, transformation and optimization. The pre-
processing entails any image processing to prepare and im-
prove the image for registration (low-pass filtering to remove
the noise, extraction of region of interest, image resampling).
In the registration procedure several definitions of the mu-
tual information measure can be used. There exist measures
based on the conditional and joint entropy, where we can
choose different definitions of entropy, and measures based
on the Kullback-Leibler distance between two distributions.
Furthermore, several adaptations of mutual information have
been proposed: normalization with respect to the overlap-
ping part of the image (Normalized Mutual Information
[SHH99], Entropy Correlation Coefficient [MCV∗97]) and
inclusion of spatial information. A method of incorporating
spatial information is to combine mutual information with
the gradient, as in [PMV00] where the MI measure seeks to
align gradient vectors of large magnitude as well as of simi-
lar orientation. Another important key issue is how to model

the transformation between the images. Most of proposed
studies regard simple geometric transformations such as 2D
roto-translations or affine transformations. This means that
some issues related to the camera model registration are not
addressed. Moreover, the resolution of medical data is often
quite poor, so using MI in a general case is difficult if no spe-
cific adjustments are made. Last key issue in the use of MI is
the choice of the optimization strategy to achieve the maxi-
mization; the pros and cons of several methods are presented
in [MVS99].

Several applications of the registration by MI have been
presented in the last years. An interesting method for 3D ob-
ject tracking has recently been proposed in [PK08] to allow
almost real-time tracking of simple template-based objects.
Regarding more complex texture registration tasks, a system
has been developed to improve texture registration by ex-
ploiting 2D-2D and 2D-3D MI maximization [CS07]. How-
ever, the optimization is only introduced in 2D-2D registra-
tion, while for 2D-3D alignment Viola and Wells’s approach
is used. Viola and Wells’s method was also implemented
in [NSI99], where a 3D model with reflectance values (ac-
quired using 3D Scanning) was used. Recently a new solu-
tion was proposed in [ZCS09] for the automatic 2D-3D reg-
istration. The method projects the surfaces of the 3D model
to the 2D normal image space to extract both local geodesic
feature descriptors and global spatial information for esti-
mating initial correspondences for 2D-2D and 2D-3D regis-
tration. Then the 2D-3D registration is further refined using
MI.

3. Algorithm

Mutual Information measures the information shared by two
random variables A and B. Mathematically, this can be ex-
pressed using entropy or joint probability. Following this in-
terpretation, the Mutual InformationMI between two im-
ages IA and IB can be defined as:

MI(IA, IB) = ∑
(a,b)

p(a,b) log
(

p(a,b)
p(a)p(b)

)
(1)

where p(a,b) is the joint probability of the event (a,b), p(a)
is the probability that a pixel of IA gets value a and p(b)
is the probability that a pixel of IB gets value b. The joint
probability distribution can be estimated easily by evaluating
the joint histogram (H) of the two images and then dividing
the number of occurrences of each entry by the total number
of pixels. A joint histogram is a bi-dimensional histogram
made up of n× n bins; the occurrence (a,b) is associated
with the bin (i, j) where i = ba/mc and j = bb/mc and m is
the width of the bin. We use a joint histogram of 256× 256
bins.

The image-to-geometry registration problem consists of
determining the parameters of the camera model used to
project the 3D model onto the image plane. We assume a
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Figure 1: Algorithm overview

perspective (or pinhole) camera model where the transfor-
mation is described by the projection (intrinsic) parameters
plus the position and orientation of the camera in the space
(extrinsic parameters).

In this context the registration can be formalized as an
optimization problem in a 7D space:

C∗ = argmax
C∈R7

MI(IA, IB(C)) (2)

C = (tx, ty, tz,θx,θy,θz, f )

where f is the focal length, (tx, ty, tz) and (θx,θy,θz) de-
fine the position and orientation of the camera, IA is the pre-
processed image to align and IB is a rendering of the 3D
model. Hence, IB depends on the camera parameters (C).
The intrinsic camera parameters, except for the focal length,
are assumed as being pre-determined. More specifically, the
skew factor is assumed to be zero, the principal point is set as
the center of the image and the horizontal and vertical scale
factors are assumed to be known from the image resolution
and the CCD dimensions.

A sketch of the proposed registration algorithm is given
in Figure 1. We generate a rendering of the 3D model with
some illumination related properties given the current cam-
era parameters, we compute the gradient map of the render-
ing and the gradient map of the image and then we evaluate

the mutual information of these gradient maps. An iterative
optimization algorithm updates the camera parameters and
recalculates MI until the registration is achieved. The image
gradient is computed by applying the Sobel operator to the
images’ CIE luminance. More specifically, we minimize the
opposite of the MI value. In the computation of the joint his-
togram we use all the pixels in the rendering viewport but
we assign a lower weight to the pixels on the background
according the 3D rendering.

The lack of a-priori knowledge about lighting, color and
material reflectance information from the model prevents
from generating realistic renderings. However, the goal of
the rendering cycle is not to generate a photorealistic ren-
dering but to synthesize an image which has a high corre-
lation with the input picture under a wide range of lighting
conditions and material appearances. On the other hand, the
goal of the gradient is to maximize the shared data between
the images discarding all the effects, like specular reflection
and subsurface scattering, which we don’t take into account
in the rendering of the 3D model, and decreasing the influ-
ence of the image background, especially non uniform back-
ground, on the convergence of the optimization algorithm
toward the best camera parameters.

For the rendering of the 3D model we combine the infor-
mation provided by the ambient occlusion and the normal
map, as suggested in [CDPS09]. The ambient occlusion is
precalculated and stored in the 3D model as per-vertex color.
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During the rendering the value of ambient occlusion is in-
terpolated by Gouraud shading among the triangle vertices.
The final color C is obtained by weighting the normal map
CN with the value CA of the ambient occlusion map (that is
normalized between 0.0 and 1.0):

Cx = (1−CA)CA +CACNx

Cy = (1−CA)CA +CACNy (3)

Cz =
√

1− (C2
x +C2

y )

For the iterative optimization we use the algorithm
NEWUOA [Pow08]. This algorithm iteratively minimizes a
function F(x), x ∈ Rn, by approximating it with a quadric Q.
A trust region procedure adjusts the variables looking for the
minimum of Q, while new values of the function improve the
approximation.

4. Results

In this section we provide several experimental results in or-
der to evaluate the improving obtained by the proposed algo-
rithm. In particular we compare the results obtained by the
computation of the MI on the gradient maps with the results
obtained by the framework proposed in [CDPS09], where
the MI is computed directly on the model rendering (nor-
mals + ambient occlusion) and on the image without compu-
tation of the gradient. In our experiment we used five objects
with different reflection behaviors (see Figure 2). The pho-
tos were acquired with a digital camera with the exception
of the DOG example that is a deinterlaced frame of a video
acquired with a camcorder. All the photos were scaled to a
width of 800 pixel to have a comparable registration error.
The corresponding 3D models were generated by 3D scan-
ning using a Konica Minolta VI910 laser scanner.

In order to evaluate the performance for each example
we show the shape of the MI function (Figure 2) and the
convergence properties of the algorithm (Table 1). To draw
the shape of the MI function we evaluated the function in
the neighborhood of the optimal solution. The optimal solu-
tion was obtained using a semi-automatic tool called Tex-
Align [FDG∗05], based on the selection of 2D-3D corre-
spondences to use in the Tsai’s calibration method [Tsa87].
The error in the optimal solution is estimated to be about
one pixel. Since the MI function around the aligned position
is a function of seven camera parameters, we explored the
overall shape around the aligned position with a number of
1D sections, 30 in our case, calculated in random directions
in the 7D space; where the MI has a local minimum every
section should exhibit the same minimum. In the Figure 2
we show a comparison between the MI function graphs of
our algorithm (central column) and of the method proposed
in [CDPS09] (left column).

The quality of the MI function is defined by its shape: the
important factors are the existence of a well defined min-
imum and a smooth shape, which permits a wider range

Convergence (% of success)

Test Map
Initial registration errors (pixels)
10 20 30 40 50

HORSE
Norm+Amb 100 95 84 75 34

Gradient 100 100 91 83 75

SHEPHERD
Norm+Amb 57 70 70 51 46

Gradient 100 95 88 70 55

DOG
Norm+Amb 18 7 9 3 1

Gradient 80 88 60 22 12

OMOTONDO
Norm+Amb 50 22 16 8 5

Gradient 100 49 35 12 4

GARGOYLE
Norm+Amb 100 91 36 10 4

Gradient 100 98 94 88 86

Table 1: Convergence tests.

of convergence. Analyzing the graphs in Figure 2 we can
conclude that the use of the gradient allows to generate a
smoother function with better convergence properties near
the minimum due to a higher curvature. Especially for
the examples with non uniform background (DOG, OMO-
TONDO, GARGOYLE) the improving is more evident.

In order to test the convergence properties of our algo-
rithm we applied 300 random perturbations to the camera
parameters of the aligned images. The parameters were per-
turbed simultaneously and the maximum allowable registra-
tion errors with respect to the reference registration was 50
pixels. For each set of perturbations we measured the per-
centage of success in convergence of the MI registration al-
gorithms, defined as the number of times that the final regis-
tration error is less than 2 pixels with respect to the ground
truth obtained by the TexAlign tool. From the data in the Ta-
ble 1 we can note that the convergence percentage obtained
with the gradient maps is higher. Generally for large per-
turbations, like 40 or 50 pixels, the difference between the
convergence rates becomes more marked. Especially in the
DOG example, where we use a camcorder, we can note the
big improvement introduced by the use of the gradient maps
that allow to decrease the influence of the background and
of the characteristics of the image acquisition system which
can present some image degrading factors, like noise and
lens distortions. Other general improvements are obtained
in the SHEPHERD example, where the image is acquired
with a spotlight, and in the OMOTONDO example, while the
HORSE and GARGOYLE examples show the most evident
improvement in the convergence rate for large perturbations.

5. Conclusion

In this paper we have proposed an improvement of the
image-to-geometry registration by Mutual Information that
allows to increase the performance and the quality of the
registration. The algorithm is based on the computation of
the MI between the gradient of the image and the gradient
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Figure 2: Images used for the testing and MI function plots: (Central Column) MI function graphs for Normal+Ambient
Occlusion rendering; (Right Column) MI function graphs for Gradient Map.
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of the rendering of the model with a combination of normals
and ambient occlusion.

Good results were obtained as shown in results section: a
better convergence rate even with a big perturbation and a
better shape for the MI function that helps the optimization
algorithm NEWOUA to converge towards the right camera
parameters. These results are encorauging for the develop-
ment of an automatic global registration algorithm based on
our technique.
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